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ABSTRACT

As voice-phishing methods become more sophisticated, the need for artificial intelligence
counseling chatbots capable of effective responses has increased. However, existing large
language model (LLM)-based chatbots have limitations in counseling applications due to the
“hallucination” problem, where false information is presented as fact. To develop a reliable
counseling system, this study applied retrieval-augmented generation (RAG) technology and
proposed an optimization methodology to improve chatbot performance. First, data
augmentation through sentence paraphrasing was performed to improve response quality.
Second, five state-of-the-art embedding models were compared to identify the optimal
model for search accuracy, resulting in the adoption of “multilingual-e5-large.” Finally, prompt
structure and reference document ordering, which are key factors in RAG performance, were
optimized through experimentation. Evaluation results show that the proposed optimized
RAG model significantly outperforms the stand-alone LLM. This study demonstrates practical
possibilities for building high-performance Al counseling systems applicable to real-world
voice-phishing responsescenarios.
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voice phishing, chatbot, retrieval-augmented generation, data augmentation, prompt optimization
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<Figure 2> Yearly Number of Voice Phishing Occurrences
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<Figure 3> RAG-based Consultation Chatbot Architecture
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<Table 1> Performance comparison of embedding models
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<Table 2> Performance comparison by prompt structure

Prompt structure Cosine BERTScore F1
Context_First 0.9327 0.7124
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Configuration Cosine BERTScore F1
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RAG desc(C—Q) 0.965 0.7566

RAG asc(C—Q) 0.964 0.7435
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